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Abstract
Many clustering approaches have been proposechéoamnalysis of gene expression data obtained from

microarray experiments. However, the results frdva &application of standard clustering methods toegeare
limited. This limitation is imposed by the existenof a number of experimental conditions whereabivity of

genes is uncorrelated. For this reason, a numbelgofithms that perform simultaneous clusteringlomrow and
column dimensions of the data matrix have beengweg. This work explores the use of sub matriads gsoup of
genes and sub groups of conditions to exhibit #reeg highly correlated activities and identifiesssl of algorithms
called biclustering suitable for gene extractiorcl@stering has also been widely used in fieldshsag information
retrieval and data mining. In this comprehensivalysis a large number of existing approaches ttustering has
been examined and are classified in accordance théhtype of biclusters that are identified, thdtgras of
biclusters that are discovered, the methods useérform the search, the approaches used to egahmtsolution,
and the target applications.Biclustering approaatilifates an efficient output by considering omlysubset of
conditions when looking for similarity between gerieghe subset of genes exhibits significant homaigeméthin

the subset of homogeneity criteria.Moreover,it iserved that biclustering techniques are also fmetevealing

sub matrices showing unique patterns.
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Introduction

DNA chips and other techniques measure the
expression level of a large number of genes, periadp
genes of an organism, within a number of different
experimental samples [1]. The samples may correspon
to different time points or different environmental
conditions. The samples may have come from difteren
organs, from cancerous or healthy tissues, or én
different individuals. Simply visualizing this kineof
data, which is widely called gene expression data o
simply, expression data, is challenging and exgct
biologically relevant knowledge is harder still
[11].Usually, gene expression data is arranged data
matrix, where each gene corresponds to one row and
each condition to one column. Each element of this
matrix represents the expression level of a gemeua
specific condition, and is represented by a reahlver,
which is usually the logarithm of the relative abance
of the mRNA of the gene under the specific conditio
Gene expression matrices have been extensively
analyzed in two dimensions: the gene dimensionthed
condition dimension. These analysis correspond,
respectively, to analyze the expression patterngeoks
by comparing the rows in the matrix, and to analyme
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expression patterns of samples by comparing the
columns in the matrix.

Clustering technigques can be used to group
either genes or conditions and, therefore, to putbe
required objective. However, applying clustering
algorithms to gene expression data runs into afgignt
difficulty. Many activation patterns are common &o
group of genes only under specific experimental
conditions. In fact, general understanding of datlu
processes leads to expect subsets of genes to be
coregulated and coexpressed only under certain
experimental conditions, but to behave almost
independently under other conditions. Discoveringhs
local expression patterns may be the key to uncover
many genetic pathways that are not apparent otherwi
It is therefore desirable to move beyond the chirsge
paradigm, and to develop approaches capable of
discovering local patterns in microarray data [2].
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Figure 1: Conceptual difference between (a) cluster analysis
and (b) bicluster analysis

Figure 1 shows the conceptual difference
between traditional clustering and biclustering.
Traditional clustering considers the entire set of
conditions when clustering similar genes, whereas
biclustering considers subset of genes and subket o
conditions simultaneously.

In Figure 2, an example is presented where
conventional hierarchical clustering fails but bitlering
works. Figure 2a shows a data matrix, which appears
random visually even after hierarchical clustering.
However, if the rows and columns are appropriately
permuted as in bicluster analysis, a hidden pattern
embedded in the data would be uncovered as shown in
Figure 2b.

(@) datamatrix, which appearsrandom visually even after
hierarchical clustering
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(b) A hidden pattern reviewed by appropriate
per mutation of subset of rows and columns
Figure 2: An example where conventional clustering fails
but biclustering works

Survey on Gene extraction Using Biclustering

The biclustering method is very useful analysis
tool when some genes have multiple functions and
experimental conditions are diverse in gene expRss
measurement. This is because the biclustering appro
in contrast to the conventional clustering techagu
focuses on finding a subset of the genes and asolbs
the experimental conditions that together exhibit
coherent behavior. However, the biclustering proble
inherently intractable, and it is often computatithy
costly to find biclusters with high levels of cobace.
Sungroh and Nardini [21] proposed a novel bicluster
algorithm that exploits the zero-suppressed binary
decision diagrams (ZBDDs) data structure to copia wi
the computational challenges. This method can éid
biclusters that satisfy specific input conditioasd it is
scalable to practical gene expression data.

Microarrays have become a standard tool for
investigating gene function and more complex
microarray experiments are increasingly being

conducted. For example, an experiment may involve
samples from several groups or may investigate gdsn
in gene expression over time for several subjéessling

to large three-way data sets. In response to ticiease

in data complexity, Turner et al., [23] proposec th
extensions to the plaid model, a biclustering meétho
developed for the analysis of gene expression ddtizs.
model-based method lends itself to the incorponatib
any additional structure such as external grouping
repeated measures.

Bing Liu et al., [3] presented an efficient
method for selecting relevant genes. First, spkctra
biclustering to obtain the best two eigenvectorsclass
partition has used. Then gene combinations aretsele
based on the similarity between the genes and disé b
eigenvectors. Bing Liu et al., [3] demonstrated isem
unsupervised gene selection method using two
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microarray cancer data sets, i.e., the lymphomathed
liver cancer data sets, where method is able totifglea
single gene or two-gene combinations which can tead
predictions with very high accuracy.

Cheng and Church described that an NP-complex
problem, biclustering algorithms are more compleant
the classical one dimensional clustering technique,
particularly requiring multiple computing platfornfer
large and distributed datasets. Tchagang and T4@2&k
proposed an extension of the robust biclustering
algorithm (RoBA) that is capable of performing
biclustering on extremely large or geographically
distributed set of gene expression data. The diged
version will divide the cluster tasks among A’ sgors
with negligible communication costs thus making it
scalable over large number of computing nodes. The
proposed algorithm has been implemented using Blatla
MPI and the performance results are reported based
executions on a 1, 2, 3, 4, and 5 nodes Windows PC
cluster connected over 100 Mbits links. The expernital
results show increased performance with the ineckas
number of nodes on the same set of data.

By using the results of biclustering on discrete
data as a starting point for a local search functm
continuous data, the algorithm avoids the problegm o
heuristic initialization. Similar to OPSM, the algbm
aims to detect biclusters whose rows and columnea
ordered such that row values are growing across the
bicluster's columns and vice-versa. Results were
generated on the yeast genome (Saccharomyces
cerevisiae), a human cancer dataset and random data
Results on the yeast genome showed that 89% afrthe
hundred biggest non-overlapping biclusters were
enriched with Gene Ontology annotations. A comjparis
with OPSM and ISA demonstrated a better efficiency
when using gene and condition orders. Christinadl.et
[8] presented results on random and real databets t
show the ability of the algorithm to capture stidedly
significant and biologically relevant biclusters.

It is an important task for biologists to analyze
gene expression data with microarray technology
development. Biclustering of gene expression dathe
process of grouping a subset of genes over a swibset
conditions into a class, in which each gene behavio
similarly over the selected conditions and eaclditmm
is related to a certain classification. Juan Lid &®ng
Liu [10] presented a random projection method il fi
the largest biclusters from gene expression data. T
avoid sampling the column uniformly, Authors adapte
the bucketing technology to estimate the probahbitit
sample each column. Experiments show that this adeth
can find the largest biclusters in simulation data real
data.
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Noureen et al., [16] the study showed that amorgy th
chosen five biclustering algorithms SAMBA and ISA
showed the best performance on the basis of furatio
enrichment. Biclusters were also obtained through
remaining three algorithms also but were not funwlly
enriched.

Among biclustering ability, binary inclusion
maximal algorithm (BiMax) forms biclusters when
applied on a gene expression data through divide an
conquer approach. The worst-case running-time
complexity of BiMax for matrices containing disjbin
biclusters is O(nmb) and for arbitrary matricesfi@rder
O(nmb min{n, m}) where b is the number of all
inclusion-maximal biclusters in matrix. Noureen and
Qadir [17] presented an improved algorithm, BiSfor,
biclustering which is easy and avoids complex
computations as in BiMax. The complexity of apptoac
is O(n*m) for n genes and m conditions, i.e, a iratf
size n*m. Also it avoids extra computations withhe
same complexity class and avoids missing of any
biclusters.

Although most biclustering formulations are
NP-hard, in time series expression data analysiss i
reasonable to restrict the problem to the idemtifon of
maximal biclusters with contiguous columns, which
correspond to coherent expression patterns sharesl b
group of genes in consecutive time points. This
restriction leads to a tractable problem. Madetrale
[13] proposed an algorithm that finds and repoits a
maximal contiguous column coherent biclusters imeti
linear in the size of the expression matrix. Theedir
time complexity of CCC-Biclustering relies on thgeuwof
a discretized matrix and efficient string procegsin
techniques based on suffix trees. Authors alsogrem
method for ranking biclusters based on their stesib
significance and a methodology for filtering highly
overlapping and, therefore, redundant biclusterghérs
reported results in synthetic and real data showfeg
effectiveness of the approach and its relevancéhén
discovery of regulatory modules.

Especially biclustering has also been proved to
be very useful to analyze data matrix other thanege
expression data. Compared with the traditionaltehirsy
methods, bicluster detection is very different sirthe
elements of one bicluster may be greatly distrithute
among the original data matrix. A novel one-way
bicluster detection method is proposed. It makes afs
the existing traditional clustering algorithms suah K-
means as an intermediate tool to do data clustering
Based on the clustering results and a characterti
bicluster, the biclusters are detected one by one.
Furthermore an efficient submatrices and tableatine
method is proposed to save the memory storage and
accelerate the processing speed. At the end gbaper
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an experiment with the simulated data are preseoyed
Zhang et al., [24].

Biclustering algorithms have been proven to be
able to group the genes with similar expressiotepas
under a number of experimental conditions. Qingbatia
al., [19] proposed a new biclustering algorithmdahen
evolutionary learning. By converting the biclusteyi
problem into a common clustering problem, the
algorithm can be applied in a search space constiuoy
the conditions. To further reduce the size of tharsh
space; randomly separate the full conditions into a
number of condition subsets (subspaces), each whwh
has a smaller number of conditions. The algoritlem i
applied to each subspace and is able to discockrsher
seeds within a limited computing time. Finally, an
expanding and merging procedure is employed to
combine the bicluster seeds into larger biclusters
according to a homogeneity criterion. Test the
performance of the proposed algorithm using syithet
and real microarray data sets. Compared with skvera
previously developed biclustering algorithms, aitjon
demonstrates a significant improvement in discowgri
additive biclusters.

Chandran and Iswaryalakshmi [4] presented a
new algorithm, Enhanced Bimax algorithm which was
based on the Bimax algorithm. The normalization
technique was included which was used to display a
coregulated biclusters from gene expression dath an
grouping the genes in the particular order. In thisk,
Synthetic dataset was used to display the coregllat
genes.

In this paper, the Biclustering analysis of
coregulated biclusters from gene expression data is
carried out. Gene expression is the process, which
produces functional product from the gene inforovati
Data mining is used to find relevant and useful
information from databases. Clustering groups theeg
according to the given conditions. Biclustering
algorithms belong to a distinct class of clustering
algorithms that perform simultaneous clusteringooth
rows and columns of the gene expression matrithis
paper a new algorithm, Enhanced Bimax algorithm is
proposed. The normalization technique is includédtiv
is used to display a coregulated biclusters fromege
expression data and grouping the genes in thecpkmti
order 11 |. The Synthetic Gene Expression dataset i

used to display the coregulated genes, developed by

Prelic et al., [18] It contains constant values aoderent
values over the conditions and non-overlapping and
overlapping clusters. The data matrix contains 10
overlapping cluster and each cluster extends ogames
and 15 conditions
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Experiment Evolution

The procedure for generating a synthetic
bicluster is shown in Figure 3. Qinghua Huang et al
[19] compared with several previously reported
algorithms including CC, Samba, ISA, OPSM, xMotif,
Bimax, and RMSBE. They used the software BicAT
developed by Prelic et al., [18] EXPANDER by Shamir
et al., [20], and MSBE by Liu and Wang [12]. Talle
shows the parameters used for each algorithm.

Tablel
The Parameters Set For the Biclustering Algorithm

Algorithm Parameters
CC 0=0.5, 6=1.2, seeds = 50
OPSM =100

ISA 1g=2.0,1.= 2.0, seeds = 500

Bimax
xMotif
Samba
RMSBE
CBEB

Minimum number of genes and chips = 4

=10, n=1000, 5,77, a=0.1, P value=10"", max length=0.Tm
D=40,N1 =4, N2 =6,k=20,L=10

=04, 8=05,y=y=1.2

#=0.005 for synthetic data, 6=0.01 for real data, T=0.02, N..= 15

At each noise level, the proposed algorithm andther
seven algorithms and calculate the match scorehier

set of biclusters found by each biclustering altponi for

the purpose of comparison. Under each noise |leash
algorithm is performed on each synthetic data aetl

runs and the overall match scores are averaged. The
averaged match score for a specific algorithm can
demonstrate its performance in finding the embedded
synthetic bicluster at different noise levels.

Effect of Noise Relevance

—e—CC

= ISA

_OPSM
xMotif
— Samba
_BiMax
+ RMSBE |
—s—CBEB |

Match Score
| I |
t 9 % X b

0 005 01 045 02 025 03
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Effect of Noise Relevance
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Figure 3: Results for the synthetic data sets. (a)
The match scores for different algorithms using filrst
type of bicluster. (b) The match scores for diffare
algorithms using the second type of bicluster. Toe
match scores for different algorithms using two
overlapped biclusters.

Figures.3a and 3b illustrate the quantitative
comparison results using the synthetic additivéubters
with different sizes. With the noise free data ixatihe
xMotif and RMSBE algorithms can accurately find the
embedded bicluster. Since the CC and OPSM algosithm
rely on the behavior of the found elements to deiee
biclusters, they may add or delete some rows and
columns of the embedded bicluster. However, they
present relatively stable performance in findingjusters
with some noises. Therefore, the two algorithmsadnle
to identify medium percentage (> 30 percent and0< 8
percent) of the embedded bicluster at differentsaoi
levels. In contrast, the xMotif algorithm shows a
significant sensitivity to noise.

As the noise level increases, the xMotif is hardly
able to find part of the embedded bicluster. Fag th
Bimax algorithm, the identified percentage of the
bicluster varies in a relatively large range (fréthto 60
percent). The RMSBE algorithm also shows a large
variety of identifying percentage when the noisadsed
to the bicluster. This may be due to the randoractiein
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of reference rows and columns in the biclustering
algorithm. The match scores obtained by the Samba a
ISA algorithms are relatively lower. In contrasturo
algorithm (CBEB) can obtain the best match scoritls w
both of the two types of synthetic biclusters a tioise
levels of less than 0.3. Fig. 3c illustrates theraged
match scores obtained by all the biclustering atlyors.

It is shown that the CBEB algorithm obtains thetbes
results in comparison with the others.

Problem and Directions

Ramalingam.M vyet al.,, proposed a ad-hoc
routing simulation technique in MANET using the
biclustering method in large MANET to divide the aimn
cluster based ad-hoc network.This cluster baseboad-
used to improve the packet delivery ratio in MANET.
[25].

In general, the bicluster problem is NP-hard as
proven by Cheng and Church [5]. Thus, finding arcexa
solution could be time consuming. Cheng and Ch{Bth
proposed a heuristic for discovering biclustersngsi
MSR. This strategy succeeds in avoiding the
overlapping, however it presents two main drawbacks

(1) As biclusters are discovered, more and more
elements of the original expression matrix are, Isistce
they are substituted with random values. It folloivat
the expression matrix the algorithm is working on
contains more and more random values as bicluaters
being discovered. As a consequence, the algoritay m
return biclusters that are obtained using randohiega
whereas these random values will be later repldned
the original ones. Moreover, in this way some lstdus
might not be found.

(2) During the execution of the algorithm, the
MSR value of the biclusters considered has to be
computed. If a bicluster contains random values its
computed MSR is not real, since it is influencedthoy
presence of random values. This has a negativeeirdhu
of the overall search process, since the algorithrmot
compute the real values of MSR for some bicludtglrs
Many issues in biclustering algorithm design alsmain
open and should be addressed by the scientific
community. From these open issues, we select the
analysis of the statistical significance of bickrstas one
of the most important ones, since the extractioa lafrge
number of biclusters in real data may lead to teshht
are difficult to interpret.

In order to overcome the drawbacks of the heuristic
approach in Biclustering, efficient meta heuristic
techniques such as Ant Colony Optimization (ACO),
Particle Swarm Optimization (PSO), Artificial Bee
Colony (ABC) etc can be used. Fuzzy related appresc
would assist in better performance of the bicluster
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Conclusion

A comprehensive survey of the models,
methods, and applications developed in the field of
biclustering algorithms are studied and analyzéeb [ist
of available algorithms is also very complex, andnm
combinations of ideas can be adapted to obtain new
algorithms potentially more effective in particular
applications. The tuning and validation of bichrgig
methods by comparison with known biological data is
certainly one of the most important open issuetiher
interesting area is the application of robust kitdung
techniques to new and existing application domains.
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